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Algorithms and schemes of optimal coherent and incoherent demodulators of binary radio signals with phase
and differential phase shift-keying (DPSK) with Manchester encoding of the modulating signal are proposed.
The use of DPSK makes it possible to effectively deal with the phase ambiguity of the reference oscillation
generator of the correlation receiver. This solution allows you to overcome the so-called «reverse works
effect in the demodulator of signal with phase-shift keying. Differential and Manchester encoding finds it’s
application in various areas of use of digital systems for information transmission (DSIT): from local and
personal area networks, to space optical communication systems. There are many types of DSIT: radio
communication systems (in the Bluetooth standards, in NFC technology, as well as in high-resolution space
remote sensing (SRS)), wired data transmission systems (in the local area networks of the Ethernet family),
so are optical communication systems (FSO, ISOWC and SpaceWire). It’s shown that the joint use of DPSK
and Manchester encoding provides higher noise immunity when used in DSIT and retain the advantages of
Manchester encoding with respect to symbolic synchronization of the demodulator. The given algorithms
and schemes are based on the use of reception in general and the features of Manchester encoding, which
allows using the full energy of the information bit for demodulation. To assess the potential noise immunity of
the proposed demodulator schemes, it’s assumed that the modulated signals are orthogonal in the amplified
sense. The conducted mathematical modeling of the proposed technical solutions confirmed their operability
and higher noise immunity compared to the symbol-by-symbol reception. It’s proposed to use the developed
algorithms and schemes of demodulators in the receivers of the SRS with high resolution, in the receivers of
optical communication systems and in the receiving part of the equipment of local networks of the Ethernet
family.
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Introduction

In the development of digital systems for informati-
on transmission (DSIT), the main issues to be solved
are the choice of signals that provide maximum noise
immunity and a specified information rate for a given
channel [1]. As it is commonly known, the maximum
noise immunity is provided by opposite signals, for
which the cross-correlation coefficient is equal to —1.
Such signals can be generated by using phase-shift
keying with a phase difference 180°.

However, in spite of the high noise immunity of bi-
nary phase-shift keying (BPSK), its direct application
in DSIT is associated with significant difficulties. They
are caused by the need to generate a coherent reference
oscillation for the demodulator of the correlation recei-
ver. It is also known that all possible schemes used
for the generation such an oscillation are characterized
by the phase ambiguity of the output signal which

causes the so-called «reverse work» effect. Therefore,
in practice, differential phase shift-keying (DPSK) is
often used instead of phase-shift keying.

Due to its qualities, differential encoding of the
modulation signal most often finds its application in
local and personal area networks, satellite radio relay
and other DSIT. In general, differential encoding can
be used for different types of phase shift-keying. For
example, it is known that the popular Bluetooth
standard implements such types of phase shift-keying
as m/4-DQPSK (m/4-shifted Differential Quadrature
Phase-Shift Keying) and 8-DPSK [2, 3]. Another
example describes that DPSK is used in a space-
borne sensor called the Advanced very-High-Resolution
Radiometer (AVHRR), as well as a simpler version
the sensor with High-Resolution Picture Transmission
(HRPT) [4]. In the original sources of the AVHRR
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HRPT, this type of modulation is called Digital Split
Phase Modulation.

It is known that a special case of BPSK is
Manchester encoding [5]. In this case, the information
symbols controls the phase of a square wave carrier
whose frequency is the data rate. At the same ti-
me, information symbols are encoded with a pair of
Manchester symbols. In this regard, the idea of di-
fferential encoding, phase shift-keying and Manchester
encoding should be considered in tandem to combine
their qualities when used in DSIT.

However, an analysis of recent publications on
the described topic indicates an increase in trends in
research and development of free space optics (FSO)
technology [6—8]. One of the most important appli-
cations of FSO technology is the possibility of its
use in satellite applications. Among such systems, the
inter-satellite optical wireless communication (IsOWC)
system is known [7, 8]. The use of DPSK with
Manchester encoding in IsOWC makes it possible to
improve the quality performance of the system, in
particular, to provide low power, compact size etc [7].
Differential Manchester encoding finds its applicati-
on as an optional coding scheme for the SpaceWire
telecommunications network for spacecraft [9].

In addition to the above areas of application,
differential Manchester encoding is proposed to be
used in semi-coherent and incoherent detectors of
the communication system with backscattering of the
environment. It is known that ambient backscatter
communication is a newly emerged paradigm, which
regarded as a promising solution for enabling large-
scale deployment of future Internet of Things networks
[10]. Besides that, in the article [11] proposes a novel
method of Manchester encoding using the adiabatic
technique logic in NFC (Near Field Communication)
passive tags for energy consumption minimization. The
proposed method can bring large interrogation range,
increase security and maximizes the reader’s battery
life.

Thus, the topic of this article remains relevant in
the development of systems for information transmi-
ssion in various areas of application. let us move on to
the statement of the research problem.

1 Statement of the problem

The theory of optimum coherent and incoherent
reception of BPSK and binary DPSK (DBPSK) signals
is described in sufficient detail in [1,12,13]. In known
studies, optimum reception algorithms are considered
for bipolar representation of the modulating binary
non-return-to-zero signal (NRZ encoding) [5]. One of
the disadvantages of NRZ encoding is the lack of self-
synchronization properties: for long sequences of same
symbols (logical ones or zeros) NRZ signal does not
change. It’s also known that the use of Manchester
encoding for the envelope of BPSK or DBPSK radio

signals in DSIT provides significant advantages for
generating symbolic synchronization signals for the
demodulator, since the spectrum of the modulating
signal in this case contains a harmonic component that
coincides in frequency with the bit rate and has good
self-synchronization properties [8].

In turn, the use of Manchester encoding for each
information bits assumes the formation of two symbols
of half the duration, which causes the expansion of
the signal spectrum and requires the bandwidth double
increasing of the channel. It should be also noted that
in the case of optimum symbol-by-symbol reception
of such a signal, the signal-to-noise ratio (SNR) will
be twice lower and will reduce immunity. It follows
from the above that there is a task of developing
such coherent and incoherent algorithms for optimum
demodulation of radio signals with Manchester encod-
ing, which are received using the full energy of the
information bit, but it remains possible to realize
their advantages regarding the formation of symbol
synchronization signals.

2 Analysis of recent research and
publications

The algorithms of optimum reception using all
energy of an information bit with Manchester
encoding of an envelope can be created, using not
symbol-by-symbol reception, but the reception of the
information bit as a whole including two symbol.

In addition, Manchester encoding can be considered
as the use of error-correcting code with duplicated
number of elements (correlation code). However, such a
block code only makes it possible the detection of errors
under symbol-by-symbol reception. In this case, the
losses of energy of the information’s bit can be reduced
by implementing decoding in a broad sense with soft
decision-making, combining demodulation and decod-
ing operations [14]. A variant of such a solution of the
problem using Manchester encoding is proposed in [15].

3 Purpose and objectives of

research

The research task is to develop coherent and
incoherent algorithms for optimum demodulation of
BPSK and DBPSK radio signals in order to increase
the immunity of DSIT and maintain the advantages of
Manchester encoding. It is also necessary to assess the
potential noise immunity of the developed demodulati-
on algorithms using known approaches on this issue.

4 Results

Consider the problem of distinguishing two (binary)
deterministic signals. Assume that the signal s;(t)
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represents the binary symbol «1», and the signal so(t)
represents the symbol «0s.

According to the accepted assumptions the
mathematical model of the signal at the receiver input

y(t)=As1(t) + (1-A)so(t) +n(t), 0<t<T, (1)
where A is an unknown parameter that can take one of
two values: A=1 (transmitted signal s;(¢)) and A=0
(transmitted signal sq(t)); n(t) is an interference in the
form of additive white Gaussian noise; T is the duration
of information’s bit.

The model of the received signal (1) suggest that
at the input of the receiver there is one of two possible
signals of the same duration and energy it is not known
which (s1(t) or so(t)). To simplify the problem, it is
assumed that the a priori probabilities of the presence
of each of them are assumed to be known.

The received realization y(t) shall be used for find-
ing the value of the parameter A*, i.e. for finding out
which of the signals — s1(t) or so(t) — is present in
the realization (1). In other words, the task is testing
two hypotheses: hypothesis Hy — the realization y(¢)
contains s (t), i.e. A* =1; hypothesis H; — the reali-
zation contains the signal sq(t), i.e. A*=0.

In this case, the algorithm for optimum coherent
reception of signals by the criterion of an ideal observer
[12,13] for the decision on the transmitted signal s; (%)
can be represented as follows:

T T
/y(t) s1(t) dt > /y(t) so(t) dt, (2a)
0 0

and for the decision on the transmitted signal so(t)
T T
Jua@d < [yoswa @b
0 0

T
where [y(t) s;(t) dt are the correlation integrals, the
0

ratio of which evaluates the parameter A, i =0, 1.

Assume that the data are transmitted using BPSK
with a phase difference 180°. According to the rule of
bitstream encoding by the Manchester code (as per
IEEE 802.3 standard [16]), the information symbol «1»
(Fig. 1a) is encoded by a sequence of two symbols
«01» of the Manchester code, and the information
symbol «0» is encoded by the sequence of symbols
«10» (Fig. 1b).

| | | | | | | | | | | | Clock
0,1.0! 01! 1" !Bitsteam
(a) 1 ! ! | Information
———— l > | ¢ symbols
T l l LT 1
e e e
(b) 1 010 111 0f1 010T|0|T1 Manchester
L L L LT Tt coce

Fig. 1. Bitstream encoding by the Manchester code

Let symbol «0» of the Manchester code corresponds
to the elementary signal —Sycoswpt, and the
symbol «1» corresponds to Spcoswgt. Then the
information symbols «1» and «0» will correspond to
the signals s1(t) and so(¢) which are sequences of two
elementary signals in the interval [0, T'] which can be
represented as follows:

) — S0 cos wot, 0<t<T/2;
S =
! Socoswot, T/2<t<T, -
3
) Sp cos wot, 0<t<T/2;
S =
0 —Spcoswot, T/2<t<T,

where Sy is the signal amplitude.
Taking into account (3), the algorithm of optimum
coherent reception (2) can be represented as follows:

X-Y >0,
X-Y <0,

transmitted signal s1(t);

(4)

transmitted signal so(t),

where to reduce the formula X and Y are denoted as

T T/2
XZ/y(t)coswotdt; YZ/y(t)coswotdt. (5)
T/2 0

X, Y are the correlation integrals which are determined
on intervals [T'/2, T] and [0, T/2] with a duration of
T =T/2, respectively (Fig. 1).

The block diagram of the coherent demodulator
which implements the algorithm (4) is shown in Fig. 2.
In addition to the multiplier and integrator which
calculate the value of the correlation integral on the
duration of the Manchester code symbol 7 = T'/2, the
scheme contains a carrier regenerator (CR), a symbol
synchronization device (SSD), a delay line on T/2,
subtractor and a decision-making device (DMD) for
the transmitted data symbol. DMD makes a decision
in accordance with the signal sign at the output of the
subtractor at the end of the moment T of the signal.
The positive sign corresponds to the transmitted signal
s1(t), and the negative corresponds to so(t).
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Fig. 2. Block diagram of the optimum coherent demodulator of BPSK (DBPSK) signals with Manchester
encoding (differential Manchester encoding)

CR shown in Fig. 2 restores the continuous carrier
and can be built according to the known schemes of
phase synchronization devices based on Pistolkors, Si-
forov, Costas [1,5,17]. The integrator performs current
integration within 0...7/2. The SSD generates symbol
sync pulses (SSP) with a frequency foym = 1/T which
determine the time moments of DMD operation. They
are also used to reset the integrator (after doubling the
fsym)- A demodulated sequence of symbols u; is formed
at the DMD output.

To assess the potential noise immunity of a coherent
demodulator, we can use the general formula for opti-
mum reception of BPSK signals [5, 13], in which the
signals (3) are orthogonal in the amplified sense.

It is worth noting that the orthogonality condition
in an amplified sense can be represented in a general
form [13,18] using analytical signals

/Sl(t) SE(t) dt =0
0

where Si(t) = s1(t) + 781(t), Sk(t) = si(t) + jSr(t) are
analytical signals; Sy (t) = si(t) — j5(t) is a functi-
on complex conjugate with Sk(t); 5;(t), $x(t) are the
Hilbert-transformed signals s;(t), sx(t), respectively; T
is the duration of signals S;(t) and Sg(¢).

Then, according to (2) and taking into account the
SNR ¢?, the ratio of the signal energy in the interval
of the information’s bit 7" to the noise spectral densi-
ty Ny, the potential noise immunity of the coherent
demodulator of BPSK signals can be represented as

PerT:%erfc (\/qi) :%erfc ( ﬁg) , (7a)

~t*dt is the complementary

(6)

here erfc (x
w \/» f e
error function; ¢ = E,/Ny, Ey = 2E, = P,T is signal
energy per information’s bit; Ey is the energy of the
Manchester code symbol; P = 0,557 is the signal
power.

It should be noted that various variations of
interconnected formulas for calculating the probability
of error based on the Gaussian probability distribution
are known [1]. However, it is more convenient to use the
formula erfc (z) due to its presence in known software

packages for mathematical calculations. Therefore, this
article will use just such a variant of the error function.

The scheme shown in Fig. 2 can also be used
for coherent demodulation of DBPSK signals if a di-
fferential decoder is added to its output, as shown
by dashed line in Fig. 2. In this case the probability
of error caused by the presence of a decoder at the
demodulator output will increase approximately twice
[5,13] and can be calculated by the formula

P,..=erfc (\/q>2) .

The signals encoded by the Manchester code can
also be received as a whole in channels with slow
fluctuations of an initial phase of signals when the
DBPSK is used. As result, we obtain the scheme of the
optimum incoherent demodulator using the approach
proposed in [13].

DBPSK assumes the bitstream encoding by di-
fferential Manchester code. This method is used by
IEEE 802.5 specification for Token Ring LAN [2].

The rules for encoding with the Manchester code
are presented in Fig. 3. The information symbol «1» of
the bitstream (Fig. 3a) is encoded by a sequence of two
Manchester code symbols that are inverted relative to
the previous two symbols, and the information symbol
«0» is encoded by a sequence of two Manchester code
symbols that coincide with the previous two symbols
(Fig. 3b).

(7b)

01170, 0 11, ! Bitstream
@) : | | : _ Information
——— | | \4—»} ; t symbols
T I | Y A |
+1 L — - . _
olo[i]o[t]o[T11]o o1} Differential
®) l J |_ ; ; — Manchester
— 14 ‘ ! ‘ ‘ code

Fig. 3. Differential encoding of the bitstream by the
Manchester code

So, in case of DBPSK, the values of the transmitted
information symbol are determined not by the two
symbols of the Manchester code themselves in the time
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interval [0, T, but by a sequence of four symbols of the
Manchester code in the interval [0, 277].

Let symbol «0» of the Manchester code correspond
to the elementary signal —Sj cos wgt, and the symbol
«1» to Spcos wpt. Then the information symbols «1»
and «0» correspond to the signals si(t) and so(t)
which are sequences of four elementary signals in the
interval [0, 27]. The information symbols «1» and «0»
correspond to the signals transmission

So cos (wot + ) , 0<t<T/2
s1(t) = ¢ —Socos (wot +¢), T/2<t<3T/2
So cos (wot + ), 3T/2 <t < 2T,
—Sp cos (wot + ) , 0<t<T/2; (8
Socos (wot + ), T/2<t<T;
sot) = —Sp cos (wot + ), T <t<3T/2;
Socos (wot+ ), 3T/2<t<2T,

where ¢ is a random initial phase with a uniform
distribution.

The algorithm of optimum incoherent reception for
two signals of equal duration and equal energy with
random initial phases against the background of white

Gaussian noise with constant spectral density assumes
calculating the square of the modulus of the correlation
integral for each signal [13] and comparing their values:
7t > 73,
Z? < Z2, transmitted signal so(t),

transmitted signal s1(t);

(9)

where
M Ts 12 r T, -2

zi = /y(t) si(t) dt| + /y(t) si(t) dt| , (10a)
LO | LO ]
T, 12 1T 12

Z2=| [ y@®) sot) dt| + | [ y(t)sy(t) dt| , (10D)
LO | LO ]

sf(t) is the Hilbert-transformed signal s;(t), i =0, 1;

Ts = 2T = 47 is the signal duration.

Taking into account (8) and (10), the algorithm for
optimum incoherent reception (9) of DBPSK signals
with differential Manchester encoding for the decision
on the transmitted signal s;(¢) will be presented in
formula

2

T/2 T 3T/2 27
7 = /y(t) coswot dt — /y(t)coswotdt - / y(t) coswot dt + / y(t) coswot dt| +
0 T/2 T 3T/2
T/2 T 37/2 27 ?
+ /y(t) sinwet dt — /y(t) sinwgt dt — / y(t) sinwot dt + / y(t)sinwotdt| > Z2 =
0 T/2 T 3T/2 i (1)
T/2 T 37/2 27
= —/y(t)coswotdt —l—/y(t)coswotdt - / y(t) coswot dt + / y(t)coswotdt] +
0 T/2 T 3T/2
T/2 T 3T/2 27 ?
+ —/y(t)sinwotdt —|—/y(t)sinw0tdt - / y(t) sinwoet dt + / y(t) sinwot dt
0 T/2 T 3T/2

By performing simple transformations and reducti-
ons in (11) and using the following notation:

nT/2
X, = y(t) coswot dt;
(n-1)T/2
nT/2 (12)
Y, = y(t) sinwot dt,
(n—1)T/2

where n=1,2, 3,4 is the symbol number of the
Manchester code in the interval [0, 2T], we get the
algorithm for optimum incoherent reception of DBPSK
signals with differential Manchester encoding in a sim-
plified form. For the decision on the transmitted signal

s1(t) algorithm can be represented as follows:

7P —73=V,—V, = 0, (13 a)

and for the decision on the transmitted signal sg (¢)

Z:-Z2=V, -V, <0, (13b)

where to reduce the formula V,, and V; are denoted as

Vo= (X1 Xy + XoX3) — (X1 X3+ XoXy);

14
Vo = (1Y3 + YoYy) — (1Y, + YaY3). (1)

It should be noted that the sequence of symbols of
the differential Manchester code can be the inverse of
the encoding example, which in Fig. 3b. Inversion of
symbols can occur when an even number of symbols
«1» is presented in the bitstream. It can be assumed
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that such a situation should affect the results obtai-
ned when constructing the algorithm described above.
However, as calculations show, formulas (13)-(14) will
not change from the inversion of signals (8). This
indicates the invariance of the developed algorithm
from the inversion of the sequence of Manchester code
symbols.

So, on the basis of the proposed algorithm (13),
it is possible to construct a block diagram of an
incoherent demodulator of DBPSK signals with di-
fferential Manchester encoding (Fig. 4).

The scheme (Fig. 4) includes an in-phase channel
that calculates the value of V, and a quadrature
channel that calculates the value of V, in accordance
with (14) on an interval of four elementary symbols
of the Manchester code [0, 27]. Channel integrators
calculate the values of correlation integrals (12) peri-
odically on the interval of the duration of the
Manchester code symbol 7 = T/2. Components X;
and Y; are formed immediately from the output of
the integrators, and components Xs; Y5, X3; Y3 and

X4; Y, are obtained from the outputs of three series-
connected delay line on 7'/2. In addition, for direct
calculate the values of V, and V, multipliers, adders
and subtractors are used in the scheme. From the
output of the last subtractor voltage is formed, which is
proportional to the difference V, — V;,. DMD functions
in the same way as in the scheme of the coherent
demodulator (Fig. 2) make a decision according to the
signal sign at the output of the subtractor. The positive
sign corresponds to the transmitted signal s;(¢), but
the negative to so(t). The SSD (does not shown in
Fig. 4) generates SSP with a frequency foym = 1/T
which determines the time moments of DMD decision-
making to reset the integrators (after doubling the

fsym)'

From analysis (8) and (11) it follows that the deci-
sion on the transmitted signal will not be affected by
the random initial phase. Therefore, in the scheme of
an incoherent demodulator, the oscillation generator
with the carrier frequency wg must be independent.

J

N @
| [N N N ®_T
cos wot TQ o N X Ve
w @ e = Ol
90° @ @ s
5 SSPL‘W
et l ol - v @—T Vi
@ T'f L2 22 =T/2=%Y4 C_}
X

+

9

Fig. 4. Block diagram of the optimum incoherent demodulator of DBPSK signals with differential Manchester
encoding

To assess the potential noise immunity of an
incoherent demodulator of DBPSK signals, the general
formula for their optimum reception can be used, given
that the signals (8) are also orthogonal in the amplified
sense according to (6). Then, according to (10), taking
into account the SNR ¢?2, the ratio of the signal energy
in the interval of the information bit 7" to the noise
spectral density Ng, the potential noise immunity of
the incoherent demodulator of DBPSK signals with
differential Manchester encoding can be determined as

_ 2
e 7.

1
Pe'rrzf 1
. (15)

To verify the operability of the developed
demodulator schemes and evaluate their potential noi-
se immunity, mathematical modeling was performed
using virtual demodulators developed on a PC in the
LabVIEW 2020 development environment for a visual
programming. Modeling confirmed the operability of
the proposed schemes of the demodulators of signals
with Manchester encoding and the possibility of using
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formulas (7) and (15) to assess their potential noise
immunity.

The calculation of results and modeling data are
shown in Fig. 5a for the coherent demodulator and

in Fig. 5b for the incoherent demodulator of DBPSK
signals with differential Manchester encoding.

Fig. 5. Curves of potential noise immunity of coherent (a) and incoherent (b) reception of BPSK signals with
Manchester encoding and DBPSK signals with differential Manchester encoding

Fig. 5a additionally shows calculations for the
coherent reception of BPSK signals with Manchester
encoding  (dash-dotted line). The dashed lines
correspond to the symbol-by-symbol reception of
information bits of the Manchester code, the dash-
dotted line correspond to calculation by the formula
(7a), the solid lines correspond to calculations by
the formulas (7b) and (15), respectively, and markers
correspond to modeling results.

From the analysis of the obtained graphs it follows
that the modeling results confirm the expected potenti-
al gain of 3 dB of energy for the proposed demodulator
schemes compared to symbol-by-symbol reception of
information bits of the Manchester code.

Conclusions

The implementation of decoding in a broad sense
with soft decision making, in which the operations
of demodulation and decoding are combined, makes
it possible to reduce the bit losses of energy for
the proposed demodulators compared to symbol-by-
symbol processing of signals with Manchester encod-
ing.

The obtained results allow us to assert that the
proposed schemes of demodulators can be used as
part of the receiving devices of DSIT, in particular
to increase the noise immunity of the IsOWC and
the receiving devices SpaceWire telecommunications
networks for spacecraft. Also, the above demodulators

schemes can be used in other DSITS that use DBPSK
with Manchester encoding.

In addition, taking into account the using of
Manchester encoding in a family of wired network-
ing technologies known as FEthernet [2, 16], the
proposed algorithms can be modified into low-
frequency demodulation algorithms by replacing the
elementary radio signals —Sgcos wgt and Sy cos wyt
with bipolar signals.

The prospects for further research in this area are
associated with the possibility of using other known
methods of encoding the modulating signal, in parti-
cular, it’s worth paying attention to such types of
encoding as 3B/4B, 8B/10B and 64B/66B.

References

[1] Proakis J. G. and Salehi M. (2008). Digital Communicati-
ons, 5th Edition. McGraw-Hill, New-York.

[2] Tanenbaum A.S., Wetherall D. J.
Networks: Pearson New International
Edition. Pearson.

(2013).
Edition,

Computer
5th

[3] Bisdikian C. (2001). An overview of the Bluetooth wi-
reless technology. IEEE Communications Magazine, Vol.
39, Iss. 12, pp. 86-94. DOI: 10.1109/35.968817.

[4] Benabadji N.,  Hassini A.,  Belbachir A. H.
Hardware and Software Considerations to Use
Images. Rev. Energ. Ren. Vol.7 (2004), pp. 1-11.

(2004).
NOAA

[5] Sklar B., Harris F. J. (2021). Digital Communications:
Fundamentals and Applications, 3rd Edition. Pearson.


https://ieeexplore.ieee.org/document/968817
https://www.cder.dz/download/Art7-1_1.pdf

12 Ilapdenok B. I'., Cabazam C. C., Crasiciok P. JI.
[6] Caplan D.,  Carney J., Fitzgerald J., Gaschits ., OITHMaJbHiI KOrepeHTHI I HeKorepeHTHi
IT(\raminsky R.% e‘;‘ra,l. (2014A). I\I/Iulti—ra,teFDPlSSK O;ztical AEMOIYJISTOPHU DPM-2 Ta BOM-2 paﬂ;io_
ansceivers for Free-space Applications. Free-Space Laser . .
Communication and Atmospheric Propagation XXVI, CATHAJB 13 MaH9Ye€CTEPChKUM KOyBaH-
Vol. 8971, pp. 1-14. DOI: 10.1117/12.2057570. HAM
[7] Pad.hy J. B.7. Patnaik B (201§). DP.SK and Manch.este.r Hapgenon B. T., Cabadaw C. C., Cmasicrox P. JI.
coding for inter-satellite optical wireless communicati-
on systems. 2018 IEEE oth mtematw@al conference on 3arnporoHOBaHI aJITOPUTMU Ta, CXEMU ONMTUMAJILHUX KO-
engineering technologies and applied sciences (ICETAS), . . .
pp. 1-5. DOI: 10.1109/ICETAS.2018.8629112. TEPEHTHIX i HEKOTEPEHTHUX JeMOy/IATOin Ginapmux pa-
miocurHamB i3 ¢azoBoio i BigHOCHO (HAa30BO0 MaHIMysIs-
[8] Padhy J. B.,  Patnaik B.  (2017). Design and mico (B®Mn) Ta MaH9IECTEPCHKUM KOLYBAHHAM MOJIY/TIO0-
analysis of multiplexed FSO system with DPSK w4oro curnany. Bukopucramns BOMn n03Bosg€e epeKTuBHO
and  Manchester coding. 2017 3rd  International  Goporucs i3 hazoBOI HEOHOBHAUHICTIO FeHEPATOPA OLOP-
Conference on Applied and Theoretical Computing . " .
and  Communication Technology (iCATccT), pp. 1-6. HOTO KOJIMBAHHST KopenﬂumHm:o mpuiiMaJa. ﬂ;aHe" pimreHHs
DOL: 10.1109/ICATCCT.2017.8389097. JIO3BOJISE€ MIOMOIATH TaK 3BaHMI €(PeKT «3BOPOTHOI poboTm»
B meMomyngaTopi ¢azomaninyspoBanux curHasdis. Bimmocue
[9] Rakow G., Kisin A. (2014). Manchester coding option for 1 MaHYecTepChKe KOIyBaHHS 3HAXOINTH CBOE 3aCTOCYBaH-
SpaceWire: Providing choices for system level design. 201/ wug B Pi3HEX 007aCTIX BUKODHCTAHHS IHMPOBHX CHCTEM
International Space Wi?“e Conference (Space Wire), pp. 1-4. nepesasanns inpopmanii (IICIII): iz toKaIbHUX i LEpCO-
DOI: 10.1109/SpaceWire.2014.6936276. .
HAJIbHUX O0YMCTIOBAIbHAX MEPEK JT0 KOCMIUHUX OTITHIHUX
[10] Tao Q., Zhong C., Lin H., Zhang Z. (2018). Symbol CHCTEM 3B’a3Ky. Cepen takmx LICIII moxwua BumianTH K
Detection of Ambient Backscatter Systems With CHCTeMH PaJio3B’a3Ky (B crampmaprax Bluetooth, B Texmo-
Manchester Coding. IEEE Transactions on Wireless gorii NFC, a TakoX B KOCMiYHUX CHCTEMaX JUCTAHINITHOTO
Communications, Vol. 17, lIss. 6, pp.4028-4038. somgypamms 3emri (JI33) 3 BECOKOO PO3ILIBHOIO 34aTHI-
DOIL: 10.1109/TWC.2018.2819188. CTIO), APOTOBI CUCTEMM NEPENABAHHA JAHUX (B JIOKAJIbHUX
[11] Maheshwari S., Kale I. (2019). Adiabatic Implementation MEPEXax CIMeHCTEA }j]thernet),. TaK 1 ONTITHI CHCTEMH
of Manchester Encoding for Passive NFC System. s3’asky (FSO, IsSOWC i SpaceWire). IToxasano, mo crinbhe
2019  Design, Automation & Test in Europe Buxopucrtanaga BPMu 1 mMaH4ecTepChbKOro KOLyBAaHHS 3a-
Conference &  Ezhibition (DATE), pp.1615-1618. Ge3meuye GiIbIn BECOKY 3aBaIOCTIHKICTh IPH 3aCTOCYBAHHI
DOI: 10.23919/DATE.2019.8714838. B IICIII i 36epirae mepeBaru MaHYECTEPCHKOTO KOLyBaHHS
[12] Tikhonov V. 1. (1983). Optimalnyi priem sigmalov [Opti- CTO?OBHO CHMBOJH?HOI CHHXDOHISALIL ICMOLY A TODA. HaBef
mal signal reception|. Moscow: Radio i sviaz. 1983. 320 p. J€Hl AJTOPUTMH 1 CXeMH IDYHTYIOTBCS Ha BUKOPHMCTAHHI
(In Russian). mpuiioMy B ILIOMY i OCOGIMBOCTENl MAaHYECTEPCHKOTO KO-
AYBAHHS, IO JI03BOJISE€ 3aCTOCOBYBATHU LI TEMOILYJIALT
[13] Fink L. M. (1970).  Teoriya  peredachi  diskretnykh mopmy emepriio Gitopoi mocwmmkw. [[jist OIIHKM TIOTEHTHf-
soobshchenii [Th(.eory of discrete _message transmission]. v 3aBa0CTIHKOCT] 3AIPOTIOHOBARIX CXeM TeMOIYIATOPIB
Moscow: Sov. radio, 1970. 728 p. (in Russian). . .
OPUIHATO, 10 MOZY/IbOBAHI CUIHAJIM € OPTOrOHAJIBHUMU B
[14] Ziuko A. G., Klovskyi D. D., Korzhyk V. 1., TOCHIEHOMY posywminni. [IpoBesene mareMaTuvaHe MOJEITIO-
Nazarov M. V. (1999). Teoriya elektricheskoi svyazi: BaHHS 3aIIPONOHOBAHIX TeXHIYHMX PilleHb MIATBEPAWIO ixX
ucheb. dlya vuzov |Theory of electrical communication: Ipane3JaTHICTD Ta 6l1bnx BUCOKY 3aBaJ0CTIMKICTD TOPiBHSA-
Textboqk for u.niversities]. Moscow: Radio i sviaz, 1999. g0 i3 moCHMBOIBHIM npuiivarHsM. [IPOOHYETHCS BUKOPH-
432 p. (in Russian). CTOBYBATHU PO3POOJIEHI AJITOPUTMHU 1 CXEMU JTE€MOJIYIITOPIB
[15] Parfeniuk V. H. (2018). M’iake dekoduvannia FM-2 radi- B UPuiivatax cucrem /133 Bucokoi posaiabuoi suarHocti, s
osyhnaliv z manchesterskym koduvanniam moduliviuchoho TPUAMAYAX ONTHIHUX CACTEM 3B’A3KY i B MpuitMasbHii Ja-
syhnalu [Soft decoding of BPSK radio signals wi- cTuHi obagHaHHs JTOKaJIbHEX Mepex cimeiicrsa Ethernet.
th Mar}ches‘cer encoding ‘of the. mgdulating signgl]. Katowosi caosa: wmarmsectepchke Komysamms; OM-2;
Proceeding of the_ InteArnatonnal Sczent.zﬁc and Techmcal BOM-2: Ethernet: Hpubivamis B LI0MY: LOCHMBOIbHE
Conference «Radioengineering fields, signals, devices and o . p N . o Vi :
systems» (Ukraine, Kyiv, March 19-25, 2018). Kyiv: KPI, TPUMMAHHA; M dKe TPUUHATTA PIMICHbL; OPTOTOHAJIBHL CH-
pp. 182-184. (in Ukrainian). THAJIA B TIOCUJIEHOMY PO3yMiHHI
[16] Park J., Mackay S., Wright E. (2003). Practical Data
Communications for Instrumentation and Control, OnrumanbubIe KOTr€pe€HTHbIE U1 HEKO-
Newnes. TepeHTHbIe geMoayadaTopbl PM-2 u
[17] Vasin V. A., Kalmykov V. V., Sebekin Yu. N. (2005). OOM-2 Pa/IMOCUTHAIOB € MaHdecTep-
Radiosistemy peredachi informatsii: ucheb. posob. dlya CKAM KOAUPOBAHUEM
vuzov [Radio information transmission systems: Textbook
for universities|. Moscow: Hotline — Telecom, 2005. 472 p.  ITapgenrox B. I., Cabadaw C. C., Cmasucrox P. JI.
(in Russian).
IIpennokeHbl aJTOPUTMBI M CXEMBI ONTUMAJIBHBIX KO-
[18] Zhuk A. P., Sazonov V. V., Orel D. V., Pashintsev V. P.

(2019). Computer Modeling of Orthogonal in the
Amplified Sense Signal. Proceedings of the 21st
International Workshop on Computer Science and
Information Technologies (CSIT 2019), pp. 215-217.

DOI: 10.2991/CSIT-19.2019.37.

TEePEHTHBIX W HEKOTEPEHTHBIX JeMOIYIATOPOB OMHAPHBIX
paauocuraaioB ¢ ¢Ga30BOM M OTHOCUTEIbHOMN (ha30BOM Ma-
aunyranueii (O@MH) W MaHYIECTEPCKUM  KOJUPOBAHHEM
Moyupylomero curtana. Vcmons3oBanuss OPMHu mo3Bo-
nser 3¢ dekTuBHO 60pOTHCH € HA30BOM HEOIHOZHATHOCTHIO


https://www.spiedigitallibrary.org/conference-proceedings-of-spie/8971/1/Multi-rate-DPSK-optical-transceivers-for-free-space-applications/10.1117/12.2057570.full
https://www.spiedigitallibrary.org/conference-proceedings-of-spie/8971/1/Multi-rate-DPSK-optical-transceivers-for-free-space-applications/10.1117/12.2057570.full
https://ieeexplore.ieee.org/document/8629112
https://ieeexplore.ieee.org/document/8629112
https://ieeexplore.ieee.org/document/8389097
https://ieeexplore.ieee.org/document/8389097
https://ieeexplore.ieee.org/document/8389097
https://ieeexplore.ieee.org/document/6936276
https://ieeexplore.ieee.org/document/6936276
https://ieeexplore.ieee.org/document/8329444
https://ieeexplore.ieee.org/document/8329444
https://ieeexplore.ieee.org/document/8714838
https://ieeexplore.ieee.org/document/8714838
https://ela.kpi.ua/handle/123456789/37898
https://ela.kpi.ua/handle/123456789/37898
https://ela.kpi.ua/handle/123456789/37898
https://www.atlantis-press.com/proceedings/csit-19/125927867
https://www.atlantis-press.com/proceedings/csit-19/125927867
https://www.atlantis-press.com/proceedings/csit-19/125927867

Onrumasbai korepenTHi # HekorepertHi gemogynsaropu PM-2 ra BOM-2 pagiocursanis i3 MaHIeCTEPCHKUM KOyBAHHSIM 13

reHepaTropa OIOPHOIO KOJiebaHus KOPPE/SANUOHHOIO -
émumka. JlamHOe penreHme TO3BOJISIET IPEOI0JIEBATH TaK
Ha3bIBaeMblil 3ddekT «00paTHOoi paboTEl> B JEMOIYISTO-
pe dazoMaHUIYIMPOBAHHBIX CHUrHAJIOB. OTHOCATEIBHOE
MaHYeCTepCKoe KOAMPOBAHIE HAXOINUT CBOE MPHUMEHEHWE B
PA3HBIX 00/IACTAX UCIIOJIH30BAHUS (M POBBIX CHCTEM IIepe-
naan uadopmanun (LICIIN): oT JOKaIPHBIX W IEPCOHAIID-
HBIX BBIUUCIUTEIBHBIX CETEH M0 KOCMHYECKUX ONTHIECKUX
cucrem cBsa3u. Cpenn takux [[CIIV MOXKHO BBLOEUTH KaK
cucrembl paanocsasu (B cranmaprax Bluetooth, B rexmomo-
run NFC, a Takke B KOCMUYECKUX CUCTEMAX TUCTAHITHOH-
moro 3ouamposanusa 3emun (/I33) ¢ BbICOKMM paspemenn-
€M), IPOBOJHBIE CUCTEMBI [IEPEJIATU NAHHBIX (B JTOKAIbHBIX
cersix cemeiicrBa Ethernet), Tax m omruueckme CuCTEMBI
ceasu (FSO, ISOWC u SpaceWire). [Toka3ano, 9To coBMe-
cruoe wucrosb3oBanrne OPMH u MaHYECTEPCKOro KOAUPO-
BaHUs obecrednBaeT 60Jiee BHICOKYIO ITOMEXOYCTONIMBOCTD
npu npumenernu B LICIIMI u coxpaHsiler mpemMyIecTsa
MaHYeCTePCKOr0 KOJAMPOBAHUS KAacaeMO CHUMBOJIBHOM CHH-
XPOHM3AUNN [AeMOMYIATOpa. IIpuBemeHHbBIe AJTOPUTMBL T

CX€eMBbI OCHOBBIBAIOTCA Ha UCIIO/Ib30BaHUNA HpI/IéMa B II€JIOM 1
0COGEHHOCTEN MAHIECTEPCKOTO KOIMPOBAHUS, ITO IIO3BOJISI-
€T IPUMEHSITH JJIs1 JeMOIY SN II0JIHYI0 SHEPTHUIO OUTOBO
TOCBHLIKU. [ OIEHKH HOTEHITHAJIHHOM OMEXOyCTONINBO-
CTU TPEIJIOKEHHBIX CXeM OEeMOAYJIATOPOB TPUHATO, YTO
MOAY/JIUPDOBAHHBIE CHUTHAJIBI ABJIAOTCA OPTOTrOHAJIbHBIMU B
yCrUjI€EHHOM CMBICJIE. HpOBe,Z[eHHOe MaTeMaTH4IeCKOe MOIe-
JINPpOBaHUE TIpeaIaraeMbIX TEXHUIECCKUX peH_IeHI/Iﬁ TIOATBED-
OUI0 uX paboToCmocOoOHOCTHL M 0OJiee BBICOKYIO ITOMEXO-
yCTOﬁ‘IHBOCTb II0 CpaBHEHUIO C IIOCHUMBOJIbBHBIM HpI/IéMOM.
IIpenyaraercs ncroib30BaThH pa3pabOTAHHbBIE AJTOPUTMBI 1
CXeMBI IeMO/IyJIITOPOB B IpnéMHuKax cucreM /133 BbICOKO-
TO pa3pelleHus, B IPUEMHUKAX OINTUYECKUX CUCTEM CBA3U
¥ B NMpUEMHOI JacTu 0OOPYIOBAHMS JIOKATHHBIX CeTeil ce-
MmetictBa Ethernet.

Karouesoie crosa: MardecTepckoe Konuposanue; OM-2;
O®M-2; Ethernet; npuém B 11€710M; TIOCUMBOJIBHBIN IPU-
éM; MSITKOE TIPUHSITHE PEIIeHUI; OPTOTOHAJIbHBIE CUTHAJIIBI
B YCHJIEHHOM CMBICJIE
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